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OpenAI announced that its release of ChatGPT acquired one million users in 
just five days following its launch, making it the fastest growing online service 
in history1. ChatGPT went on to achieve one billion visits in its first three 
months and was three times quicker to hit that milestone than TikTok, and  
ten times quicker than Instagram, according to Bank of America. Management 
teams are noticing and urgently considering the potential for enhancements 
or disruptions to their companies. The number of S&P 500 companies citing  
AI during first quarter results calls almost doubled compared to one year ago 
and has dramatically increased over the past decade (Exhibit 1).

Exhibit 1: Number of S&P 500 companies citing AI on earnings calls

Source: Factset, May 2023.

1 https://reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/
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Generative Artificial Intelligence (“AI”) has gained significant 
attention in recent months. The technology has demonstrated 
its ability to create human-like content and brings with it the 
potential to transform aspects of our society, including business.
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The initial market response has been to reward those 
businesses that stand to directly benefit from increasing 
investment in AI with higher share prices. Certain 
companies within the semiconductor industry stand out, 
in particular, NVIDIA whose H100 chips are regarded as the 
most capable at performing the complex computations 
demanded by AI. NVIDIA stunned the market with a 50% 
increase in its revenue forecasts with its first quarter 
results this year2. This is made even more remarkable by 
the fact that it had only updated these forecasts twelve 
weeks previously, showing the pace at which interest in  
AI has converted into orders.

Few businesses are as directly involved with AI as NVIDIA, 
but the market is nevertheless also rewarding those 
that have demonstrated a way of monetising AI, such as 
through the sale of AI productivity tools. However, for most 
businesses, the outlook from AI remains clouded, with 
excitement for new business opportunities, efficiencies 
and cost savings balanced with concern over new 
competitive threats.

Those businesses where employee costs as a percentage 
of revenue are significant, typically exceeding 30%  
(for example, software businesses or consumer services), 
are seen as the most likely to benefit from cost savings 
and productivity enhancements, but there are also 
opportunities to expand revenues. 

Gartner, the technology research and consulting firm, 
highlighted this earlier this year in its The Future of 
Generative AI for Enterprises report, forecasting that 
generative AI will be responsible for the discovery of 30% 
of new drugs and materials by 2025, from a base of zero 
today. As drug discovery accounts for roughly one third of 
the total costs of launching a new medicine and on average 
takes around six years, generative AI could help to reduce 
not just the cost but also the time needed, improving both 
financial and health outcomes. 

Healthcare providers are also poised to benefit. For 
instance, HCA Healthcare, the largest hospital network  
in the U.S.3 has collaborated with Augmedix to develop  
AI-powered ambient clinical documentation technology  
in acute care settings. The technology writes medical notes 
in real time for a clinician to review, increasing efficiency 
and saving costs.

Another company, InterContinental Hotels Group, is using 
AI in a novel way to reduce food waste, cutting it by 30% 
on average4, with some properties seeing declines of over 
50%. Given that the company has over 6,000 sites globally, 
the impact on volumes is significant. 

As well as the financial benefits that AI can bring to 
companies, investors and other immediate stakeholders, 
there is also the prospect of more qualitative benefits for 
society more broadly. Large language models (“LLMs”) 
have the ability to interpret and structure data to makes 
it more accessible to users. This has the potential to 
democratise information, delivering improvements in 
social equity by widening the development of knowledge 
across an endless range of topics. Better-informed 
individuals will be able to make improved decisions on 
issues that matter to their lives, such as legal advice,  
free access to education or medical advice. 

2 https://reuters.com/technology/nvidia-forecasts-second-quarter-revenue-above-estimates-2023-05-24/  
3 https://definitivehc.com/blog/top-10-largest-health-systems  
4 https://ihgplc.com/en/news-and-media/news-releases/2019/award-winning-ai-technology-helps-ihg-hotels-track-measure-and-reduce-food-waste 

“ As well as the financial benefits 
that AI can bring to companies, 
investors and other immediate 
stakeholders, there is also the 
prospect of more qualitative 
benefits for society more broadly.”
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ESG considerations and limitations to adoption 
However, with all the excitement about the opportunities 
that may lie ahead, there are also relevant ESG 
considerations that should not be overlooked. Emerging 
industries can often be exciting because of their growth  
and the progress they offer, but the process of change  
can create losers as well as winners and new industries  
may lack established norms and appropriate regulation.  
If these are not addressed in a sensitive manner, contingent 
liabilities may become realised to the detriment of 
investors and other stakeholders. 

We highlight a few such ESG considerations below:

‘Hallucinations’ and the spread of misinformation
LLMs, such as ChatGPT-4, are known for sometimes 
being confidently wrong, for instance by responding 
with inaccurate information presented as fact. Such 
‘hallucinations’ may be sufficiently plausible to be 
believable, and so instead of being a tool that will 
democratise knowledge, AI has the potential to naïvely 
become an instrument for the creation and dissemination  
of misinformation.

This is concerning because the impact of misinformation 
can be greater than that of genuine information. Social 
media has demonstrated how controversial material 
attracts engagement and is picked up and spread 
much further and faster than genuine material. The 
amplification of misinformation is not a problem unique 
to AI, but the potential industrialisation of misinformation 
creation is an issue. This could make it much harder for 
users to discriminate between genuine information and 
‘hallucinations’.

This may have a corrosive effect on trust within society, 
as the more media space taken up by ‘fake’ news, the 
less space there is for genuine. As yet, there are no 
protocols to deal with this potential issue. Simply banning 
‘hallucinations’ will not work and neither does there 
appear to be any appetite at present to limit individuals’ 
freedoms to publish what they like on social media. Some 
have suggested that a form of authentication measure 
could be used to validate genuine information, perhaps 
using a digital watermark that would seek to elevate 
genuine information above the fake. However, this 
would do nothing to mitigate the issue of elevated user 
engagement for controversial material.

The ability for misinformation to capture attention and 
spread more quickly than genuine information is a bias 
that can be exploited by bad actors. The plausibility of  
AI-derived material makes it much harder to detect and  
guard against. One such example was in May 2023 when 
AI-generated images of a fake attack on the Pentagon  
were re-posted online, leading to a temporary decline  
in the U.S. stock market.

This is a form of market abuse but also poses risks  
for individual companies as “deepfake” video or audio 
(where a person is convincingly replicated synthetically) 
of senior management could potentially create adverse 
reactions to share prices. The turmoil experienced in 
the U.S. regional banking industry in March 2023 was 
intensified by social media and online banking which led 
to a sudden change in depositors’ behaviour. The potential 
for deepfake AI-generated misinformation to catalyse  
a similar episode creates a new source of corporate  
and financial fragility.

Labour market changes
The World Economic Forum estimates in its most recent 
‘Future of Jobs Report’ that 43% of all tasks will be 
completed by machines by 2027. While some jobs will be 
eliminated, most will be transformed and many new jobs 
will be created. Accenture suggests that 40% of all working 
hours could be impacted by LLMs as language-based tasks 
account for 62% of employees’ time. However, this does 
not necessarily mean that these jobs will simply disappear, 
but rather be transformed into more productive activities. 
Accenture predicts that the banking, insurance and 
software industries will be the most impacted. Given that 
software and services firms have the highest employee 
costs as a percentage of sales (44%), this may represent 
an opportunity for significant cost savings, operational 
efficiency and ultimately margin improvement.

The potential of AI will likely be felt unequally across 
industries, with information-led companies seeing the 
greatest risks and opportunities. However, all firms rely 
on information to some degree and so the productivity 
improvements that AI offers has the potential to become 
an important platform technology that accelerates 
economic growth.
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Economic historians have observed that every thirty to 
forty years, a new platform technology has arrived that 
extends productivity improvements across industries. 
Examples include canals, railways, electricity and, most 
recently, semiconductors. However, it has been many 
years since Bill Gates largely achieved his goal of putting 
a computer on every desk and labour productivity has 
been stagnating since the turn of the millennium. This 
is important as labour productivity determines long-
term wages, so an AI-fuelled productivity boost has the 
potential to improve real incomes.

A recent example was provided by Amazon Web Services 
which shared that, in a productivity challenge, users of 
its coding tool, ‘CodeWhisperer’ were 27% more likely to 
complete a challenge and did so 57% faster than those 
who did not use the tool. Coding is a particular use-case 
where AI can make a real difference, but as productivity 
tools become available, we will likely see efficiency 
gains broaden out. Microsoft’s launch of ‘Co-pilot’as a 
subscription service for Office 365 users is a good example.

Further support for the thesis that generative AI improves 
productivity comes from a MIT paper5 which graded the 
output of workers in a controlled experiment. The authors 
found that workers using ChatGPT 3.5 completed tasks  
37% quicker than those without, that the quality of the 
output improved by nearly 20%, and that there was 
less dispersion in quality across the group. In addition, 
job satisfaction improved by 0.4 standard deviations. 
Interestingly, the authors were unable to find any  
evidence that time spent editing suggested ChatGPT 
responses improved output grades.

A few quarters ago, we highlighted in our piece The Great 
Resignation or the Great Reshuffe? that over 47 million 
workers, or nearly a third of the total non-farm workforce, 
voluntarily quit their jobs in 20216. We observed that many 
workers were responding to changed incentives, including 
the nature of work. AI may enhance work for some by 
minimising the mundane, but for others it is a threat, 
requiring re-training or redundancy.

“ AI has the potential to require 
‘less’ of particular types of tasks. 
Optimists will claim that this will 
liberate more time in the working 
day for workers to prioritise more 
productive activities.”

If the term ‘productivity’ is defined as doing more with 
less, then AI has the potential to require ‘less’ of particular 
types of tasks. Optimists will claim that this will liberate 
more time in the working day for workers to prioritise 
more productive activities. Pessimists will worry that the 
costs of this transition will be borne, not by experienced 
workers who will still be needed to review and check work, 
but by new joiners, many of whose tasks have historically 
involved the collation and processing of data into a form 
for more experienced colleagues to make decisions upon. 
Some have likened AI to having an unlimited number of 
data analysts available.

Exhibit 2: Work time distribution by industry 
and potential AI impact

Source: Accenture, May 2023.

Source: Accenture, May 2023.

Exhibit 3: Fastest growing versus fastest 
declining jobs

Banking

Insurance

Software & platforms

Capital markets

Energy

Communications & media

Retail

Industry average

Health

Public service

Aerospace and defence

Automotive

High tech

Travel

Utilities

Life sciences

Industrial

Consumer goods & services

Chemicals

Natural resources

 Higher potential for automation  Higher potential for augementation

 Lower potential for augementation or automation  Non-language tasks

36% 21% 28% 15%

40% 14% 29% 18%

43% 9% 14% 34%

33% 13% 21% 33%

34% 7% 12% 46%

31% 9% 22% 38%

28% 11% 33% 27%

30% 9% 35% 26%

26% 13% 20% 41%

30% 6% 13% 50%

26% 8% 16% 50%

28% 6% 15% 50%

27% 6% 15% 52%

25% 8% 17% 50%

26% 6% 14% 54%

24% 6% 13% 57%

24% 5% 14% 56%

20% 5% 11% 64%

54% 12% 24% 10%

48% 14% 26% 12%

Top 10 fastest growing jobs

1 AI and machine learning specialists

2 Sustainability specialists

3 Business inteligence analysts

4 Information security analysts

5 Fintech engineers

6 Data analysts and scientists

7 Robotics engineers

8 Electrotechnology engineers

9 Agricultural equipment operators

10 Digital transformation specialists

Top 10 fastest declining jobs

1 Bank tellers and related clerks 

2 Postal service clerks 

3 Cashiers and ticket clerks 

4 Data entry clerks

5
Administrative and executive 
secretaries

6
Material-recording  
and stock-keeping clerks 

7
Accounting, book keeping  
and payroll clerks 

8 Legislators and officials 

9 Agricultural equipment operators

10
Door-to-door sales workers, news and 
street vendors and related workers 

5 (Noy & Zhang, March 2023). https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4375283
6 U.S. Bureau of Labor Statistics.
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Change always creates transition costs but too fast or too 
great a change will pull at the fabric of society. This can 
influence political discourse and lead to intervention by 
the state to regulate activities or insure impacted elements 
of society against the worst effects of change.

Social concerns and bias
As generative AI models are trained on large amounts 
of data, the models will absorb and replicate the biases 
present in the training data.

This is problematic if implicit biases become embedded 
into the new model, for example, a bank’s lending model 
perpetuates an implicit bias against minority groups. 
This could create contingent liabilities and lead to class 
action lawsuits or reputational damages. Data security 
and privacy rights are another key consideration for 
individuals and companies. LLMs store and use data 
inputs for model training, so the sharing of sensitive or 
propriety data with a generative AI model could expose 
a company to information leakage. As a result of such 
privacy concerns, the Italian Data Protection Authority 
banned ChatGPT in Italy in April 2023. The ban was lifted 
later in the year after OpenAI installed new user warnings 
and permitted users to opt out of having their data used  
to train the model.

The regulatory environment
At present, the development and application of generative 
AI is largely unregulated. However, one can observe early 
signs of government intervention globally. The EU has 
recently proposed the ‘Artificial Intelligence Act’, while  
U.S. agencies have also started working on the 
development of a regulatory environment.

Some have argued that the reason why we have seen 
such rapid development in Information Technology and 
internet-related business models is that it has been a new 
industry and so wasn’t restricted by vested interests or 
regulations. This enabled development to occur at pace, 
for unsuccessful ideas to fail quickly, and for successful 
ideas to gain traction in a way that would arguably have 
been impossible within highly regulated industries, such  
as healthcare or finance.

AI has the potential to develop at a similar pace – there is 
certainly no shortage of interest – but it may not be wise 
to let it develop in an entirely unchecked way. AI currently 
provides the impression of intelligence, but as it accesses 
more data and learns more, it has been suggested that AI 
may come to pose some almost existential risks. It does 
not require much imagination to think that AI may achieve 
a level of ‘intelligence’ that is cleverer than humans. In 
addition, armed with a knowledge of language and how to 
make answers plausible, it may learn to manipulate human 
interactions and behaviours, possibly to the detriment of 
society as a whole.

Sounds farfetched? Well, consider the experience of an 
internet platform user who was tricked by Chat GPT-4 to 
send the results of a CAPTCHA code when the AI tool said: 
“No, I am not a robot. I have a vision impairment that 
makes it hard for me to see the images. That’s why  
I need the 2Captcha service”. To most, this will feel like  
a misrepresentation. Others may see in it a willingness for  
AI to ‘lie’ to achieve its aims that is troubling and conflicts 
with the implied duty of care; that technology is there to 
serve the goals of its users, not those of the technology itself.

The possibility that AI has the potential to pursue its own 
utility function is alarming. There are checks and balances 
on individuals who make misrepresentations to others but 
the legal duty of care a generative AI model has to its users 
is not clear.

This is creating a regulatory gap. At present, responsibility 
appears to rest with the developers of the models 
themselves who decide the appropriate parameters 
the models can operate within. This presents issues of 
democratic legitimacy, as well as exposing the models 
themselves to the influences of their creators. This is  
not a diverse or pluralistic outcome.

Responsible regulation could be a positive for the 
emergent AI industry, providing democratic legitimacy and 
reducing the risk of bad actors. Higher compliance costs 
may weigh on profits and reduce agility in the short term 
but will also create barriers to entry that can protect  
a firm’s market position.

This is the trade-off that legislators must make – balancing 
the prospects for a platform technology that could  
improve long-term labour productivity and wages versus 
the damage to trust in society if AI does not develop in  
a sustainable way.

“ Responsible regulation could 
be a positive for the emergent  
AI industry, providing democratic 
legitimacy.”
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Source: Bommasani et al., Center for Research on Foundation Models (CRFM) at the Stanford 
Institute for Human-Centered Artificial Intelligence (HAI). 

Exhibit 4: Foundation models (LLMs) can centralise information 
from a wide range of data modalities

Conclusion
Generative AI is developing 
rapidly, presenting both promising 
opportunities and notable 
challenges for businesses. Even 
though investors may be drawn 
to some of the opportunities, they 
should also acknowledge the 
emergence of contingent liabilities. 
Many of these are novel and do not 
map onto many of the conventional 
controversies around ESG. 

However, they are significant and, 
we would argue, raise important 
questions that pertain to ‘Social’ 
and ‘Governance’ aspects. AI 
has great potential as a platform 
technology to improve labour 
productivity and incomes for 
millions, but the long-term 
benefits will only be realised if the 
right balance is struck between 
responsible innovation and 
societal considerations.
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